Computational Study Exploring the Interaction Mechanism of Benzimidazole Derivatives as Potent Cattle Bovine Viral Diarrhea Virus Inhibitors
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ABSTRACT: Bovine viral diarrhea virus (BVDV) infections are prevailing in cattle populations on a worldwide scale. The BVDV RNA-dependent RNA polymerase (RdRp), as a promising target for new anti-BVDV drug development, has attracted increasing attention. To explore the interaction mechanism of 65 benzimidazole scaffold-based derivatives as BVDV inhibitors, presently, a computational study was performed based on a combination of 3D-QSAR, molecular docking, and molecular dynamics (MD) simulations. The resultant optimum CoMFA and CoMSIA models present proper reliabilities and strong predictive abilities (with $Q^2 = 0.64$, $R^2_{ntr} = 0.93$, $R^2_{pred} = 0.80$ and $Q^2 = 0.65$, $R^2_{ntr} = 0.98$, $R^2_{pred} = 0.86$, respectively). In addition, there was good concordance between these models, molecular docking, and MD results. Moreover, the MM-PBSA energy analysis reveals that the major driving force for ligand binding is the polar solvation contribution term. Hopefully, these findings could offer better understanding of the interaction mechanism of BVDV inhibitors as well as benefit the new discovery of more potent BVDV inhibitors.
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1. INTRODUCTION

Livestock (cattle, pigs, and sheep) infections by members of Pestivirus genus in the family Flaviviridae generate heavy losses in the global economy, and there is a strong need to develop effective and inexpensive antipestivirus agents.1 Bovine viral diarrhea virus (BVDV), a prototype virus of the Pestivirus genus and a major pathogen of cattle, is also responsible for the economic loss of herds all over the world.2 The prevention and control of BVDV infections therefore cause global economical concern.3 In addition, BVDV, as a small enveloped, positive-stranded virus, comprise a single RNA genome, which is translated into a single polypeptide.4 Since the RNA replication of BVDV RNA-dependent RNA polymerase (RdRp) can be initiated by a de novo mechanism without a primer and the RdRp of BVDV plays a critical role in viral replication,5,6 BVDV RdRp therefore serves as one of the most promising drug targets for the development of a new anti-BVDV agent. During the past eight years, many screening efforts have been devoted to target BVDV RdRp, leading to the identification and optimization of inhibitors with high potency. Up to now, a series of inhibitors with different structures have been collected from the literature7–10 to inhibit the RdRp of BVDV, displaying various degrees of potency and selectivity. However, there is no specific antiviral drug that inhibits BVDV infection. Therefore, it is very important to develop antiviral lead compounds for treating expensive animals in breeding programs,11 which specifically suppress the virus replication. Additionally, the development of new therapeutic alternatives for anti-BVDV is still difficult for researchers.

To facilitate the discovery of new drugs, computer-aided drug design (CADD) methods, including especially the three-dimensional quantitative structure activity relationship (3D-QSAR) method as the most significant applications11,12 of chemometrics, provide valuable information for future design of novel inhibitors, which interact with a specific target.13–15 Currently, employing comparative molecular field analysis (CoMFA)16 and comparative molecular similarity indices analysis (CoMSIA)17 approaches, a total of 65 benzimidazole scaffold-based derivatives as BVDV inhibitors18–20 were collected to generate 3D-QSAR models. In addition, docking and molecular dynamics (MD) analysis were carried out to provide deep insight into the QSAR18,21 and to explore the possible binding modes of these inhibitors at the bonding site of BVDV proteins.15 The information derived from our work may be helpful for the future rational design of novel BVDV inhibitors with improved activity.

2. MATERIALS AND METHODS

2.1. Database Preparation and Splitting the Data Set.

Presently, a series of 65 benzimidazole derivatives (Table S1) were investigated as BVDV inhibitors.18–20 In order to use these in vitro EC$_{50}$ values as dependent variables in the following QSAR investigations, all the inhibitory activities of these chemicals were...
converted into the corresponding pEC_{50} (−log EC_{50}) values. Since the division of the training and test sets for the whole data set is a crucial step for the construction of QSAR models, random selection, which is composed of rebuilding the QSAR models and assessing the resultant statistics, is a popular utilized method to evaluate the robustness of models. In the current work, 65 compounds were divided into training and test sets in a proportion of 4:1 for generating and validating the model, respectively. To evaluate the predictive power of the models, the training and test set molecules were chosen randomly but their pEC_{50} values are uniformly distributed in terms of the value range of the whole set.

2.2. Molecular Modeling and Quantum Chemical Calculations. Using the SYBYL 6.9 software package, molecular modeling work with the database alignment was carried out. To compute the partial atomic charges, Gasteiger–Huëckel charges were used.

2.3. Alignment of Compounds. For generating the optimal 3D-QSAR model, we use three different alignment rules, i.e., alignment-I, -II, and -III. The first alignment strategy is an atom-based approach, where the highest active molecule 39 (Figure 1A) was selected as the template for all compounds. Then, applying the “align database” program in SYBYL6.9, the rest of the molecules were aligned to the common scaffold of molecule 39 to generate effective and reliable QSAR models (Figure 1B).

Alignment-II (Figure 1C) is a receptor-based approach, which was generated based on the derived conformation of template molecule derived from docking simulation. The third alignment rule (Figure 1D) is still a receptor-based approach. In this method, all conformations of the compounds were first derived from dock analysis, and then subjected to the process of alignment-I, i.e., the conformation of ligand 39 was also chosen as the template molecule to fit all others aligning the receptor-based conformations.

2.4. CoMFA and CoMSIA Descriptors. The descriptor fields of CoMFA were obtained by employing Tripos force field. For calculating the steric and electrostatic field energies, a steric probe, i.e., an sp$^3$ carbon with a van der Waals radius of 0.152 nm, and an electrostatic probe, i.e., a single positive +1 charge, were used, respectively. For CoMSIA analysis, the CoMSIA model was derived by five descriptor fields related to steric (S), electrostatic (E), hydrophobic (H), H-bond donor (D), and H-bond acceptor (A).

2.5. Generation and Validation of QSAR Models. Using partial least-squares (PLS) analysis, the CoMFA and CoMSIA fields are linearly correlated with the activity values. The leave-one-out (LOO) method was adopted to carry out the initial cross-validation. In order to evaluate the predictive ability of obtained models, we performed the cross-validation analysis. Employing the cross-validated $Q^2$, the optimum number of components (ONC) with the lowest standard error of prediction (SEP) was generated. Using the ONC, the non-cross-validation analysis was performed, generating the final PLS regression models for 3D-QSAR. Through several statistical parameters like the non-cross-validated correlation coefficient ($R^2_{\text{cv}}$), F value, and the standard error of estimate (SEE), the obtained non-cross-validation results were assessed. Besides, the cross-validated correlation coefficient ($R^2_{\text{pred}}$) evaluated the predictive capability of the derived CoMFA and CoMSIA models.

2.6. Docking. For validating the compound–target associations and generating the most probable binding conformation, GOLD (version 5.1) with a widely used genetic algorithm was performed. In order to predict the binding positions of ligand, we optimize the GOLD Score fitness function by considering van der Waals, H-bonding, and intramolecular strain. In our studies, the X-ray crystal structure of the BVDV RdRp (PDB code 1S49) was obtained from the Protein Data Bank.

2.7. Molecular Dynamics (MD). Using AMBER 10.0, the MD simulations of all the molecules were carried out. Under periodic boundary conditions, the simulation process employed an NPT ensemble at 300 K. The Berendsen thermostat approach was adopted to set the temperature to a constant. The values of 4.5 × 10$^{-5}$ bar$^{-1}$ for the isothermal compressibility were given, and the Parrinello–Rahman scheme was used to maintain the pressure at 1 bar. To ensure the stability of the whole system, all simulations were run for 5 ns with a 2 fs time step.

2.8. MM–PBSA Calculation. Through the all-atom molecular mechanics and Poisson–Boltzmann solvation area (MM–PBSA) method, a commonly used method in determining energetics on each complex system, the binding free energy of compounds to protein was calculated. The following equations were used to calculate the binding free energy:

\[
\Delta G_{\text{bind}} = \Delta E_{\text{MM}} + \Delta G_{\text{sol}}
\]

\[
\Delta G_{\text{MM}} = \Delta E_{\text{internal}} + \Delta E_{\text{electrostatic}} + \Delta E_{\text{vdw}}
\]

\[
\Delta G_{\text{sol}} = \Delta G_{\text{GB/GB}} + \Delta G_{\text{AA}}
\]
where $\Delta G_{\text{MM}}$ is the interaction energy computed with the molecular mechanics method and $\Delta G_{\text{el}}$ is the solvation free energy. $\Delta E_{\text{el}}$ denotes the molecular mechanical free energy, which consists of van der Waals interaction energy ($\Delta E_{\text{vdw}}$), the electrostatic interaction energy ($\Delta E_{\text{ele}}$), and the internal energy of bonds, angles and torsions ($\Delta E_{\text{int}}$). $\Delta G_{\text{el}}$ encodes the solvation free energy, which is the sum of electrostatic solvation. Because of the negligible contribution of the entropy to the binding free energy to the same protein, which is described in many studies, generally, the entropy contribution was not computed.

3. RESULTS

3.1. 3D-QSAR Models. To assess a QSAR model’s reliability for activity prediction of unknown compounds, various statistical parameters containing the $Q^2$, $R^2_{\text{cv}}$, SEE, ONC, $R^2_{\text{pred}}$ and $F$-statistic values were analyzed. Generally speaking, a cross-validated $Q^2 > 0.5$ is considered as evidence of a 3D-QSAR model with satisfactory predictive capability. Additionally, the foundation of a reliable QSAR model involves high $R^2_{\text{cv}}$ and $F$ values as well as low SEE values. Currently, to derive the reliable models, three alignment methods, i.e., alignment-I, -II, and -III, were adopted. The statistical results of the obtained QSAR models are summarized in Table 1. Clearly, among all the CoMFA and CoMSIA models, alignment-II and -III led to statistically unacceptable models with $Q^2 < 0.5$, while alignment-I generated models with more significant statistical values, i.e., larger $Q^2$, $R^2_{\text{cv}}$, $F$ value, and $R^2_{\text{pred}}$ and lower SEE values. Therefore, we mainly focused on alignment-I-based models, which were further used for the following discussion.

3.1.1. CoMFA Results. By analyzing the generated 3D-QSAR models, we found that, through a combinational use of S and E fields, the best CoMFA model was generated. The optimum number of components was 4 with $Q^2$ leave-one-out value 0.64 while the PLS analysis gave a good $R^2_{\text{cv}}$ of 0.93, $F = 140.33$, and a low SEE of 0.17. These results demonstrate the stability and robustness of this model.

Currently, to validate the constructed 3D-QSAR model, 15 BVDV inhibitors in the test set were used. The predicted $R^2_{\text{pred}}$ value for the test set from CoMFA was 0.80, indicating that this model has strong predictive capability. The radar correlation plot of the experimental values versus the predicted activities employing the training and test sets for the optimal CoMFA model is depicted in Figure S1. Clearly, a good accordance between the predicted pEC$_{50}$ values and the actual pEC$_{50}$ values was found in a tolerable error range. These statistical parameters suggest that, during the drug design process, the generated CoMFA model contour maps should be taken into consideration.

3.1.2. CoMSIA Results. For CoMSIA models, using five field descriptors, i.e., S, E, H, D, and A fields, all 31 possible combinations of descriptors were computed to build various CoMSIA models. Here, the combination of S, E, H, and A fields leads to the optimal CoMSIA result with larger $Q^2$, $R^2_{\text{cv}}$ and $R^2_{\text{pred}}$ and lower SEE values, which was used for the following discussion. Table 1 shows the statistical result of this CoMSIA model.

As shown in Table 1, the combination of S, E, H, and A gives a good LOO cross-validated $Q^2$ of 0.65 using 10 optimum components, indicating the strong ability of predicting the EC$_{50}$ values of this model. In addition, a high $R^2_{\text{cv}}$ of 0.98 and a SEE value (0.10), as well as an $F$ value (186.11), are obtained, presenting a good agreement of the actual and the predicted pEC$_{50}$ values for the non-cross-validated model. The contribution fields of S, E, H, and A were shown to be 14.80%, 33.10%, 29.60%, and 22.60%, respectively.

Similar to the CoMFA model, 15 compounds in the same test set were used to test the reliabilities of the generated model. As shown in Table 1, an excellent value of 0.86 $R^2_{\text{pred}}$ was obtained for the CoMSIA model, demonstrating its capability for accurately predicting the affinity of ~86% compounds. Figure 2 shows the scattered plot of the predicted activity data versus the actual data with small variations for the training and test sets. The good correlations prove the robustness and good predictive ability of the optimal CoMSIA model.

Table 1. Summary of CoMFA and CoMSIA Results

<table>
<thead>
<tr>
<th>PLS statistics</th>
<th>CoMFA</th>
<th>CoMSIA</th>
<th>CoMFA</th>
<th>CoMSIA</th>
<th>CoMFA</th>
<th>CoMSIA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q^2$</td>
<td>0.64</td>
<td>0.65</td>
<td>0.20</td>
<td>0.24</td>
<td>0.40</td>
<td>0.37</td>
</tr>
<tr>
<td>ONC</td>
<td>4</td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SEP</td>
<td>0.38</td>
<td>0.40</td>
<td>0.54</td>
<td>0.53</td>
<td>0.47</td>
<td>0.48</td>
</tr>
<tr>
<td>$R^2_{\text{cv}}$</td>
<td>0.93</td>
<td>0.98</td>
<td>0.54</td>
<td>0.55</td>
<td>0.53</td>
<td>0.53</td>
</tr>
<tr>
<td>SEE</td>
<td>0.17</td>
<td>0.10</td>
<td>0.41</td>
<td>0.41</td>
<td>0.42</td>
<td>0.42</td>
</tr>
<tr>
<td>$F$</td>
<td>140.33</td>
<td>186.11</td>
<td>57.33</td>
<td>58.84</td>
<td>53.23</td>
<td>54.46</td>
</tr>
<tr>
<td>$R^2_{\text{pred}}$</td>
<td>0.80</td>
<td>0.85</td>
<td>-0.09</td>
<td>0.21</td>
<td>0.581</td>
<td>0.59</td>
</tr>
</tbody>
</table>

$^aQ^2 = \text{cross-validated correlation coefficient using the LOO methods.}$

$R^2_{\text{cv}} = \text{non-cross-validated correlation coefficient.}$

$\text{SEE = standard error of estimate.}$

$F = R^2_{\text{cv}}/(1 - R^2_{\text{cv}})$.

$R^2_{\text{pred}} = \text{predicted correlation coefficient for the test set of compounds.}$

$\text{SEP = standard error of prediction.}$

ONC = optimal number of components.

Figure 2. Ligand-based correlation plots of the predicted versus the actual pEC$_{50}$ values using the training (filled black dot) and the test (filled red triangles) set compounds based on the CoMSIA model from random splitting.
3.2. Contour Map Analysis. For viewing the field effects on the target features, the 3D contour maps of the optimum CoMFA and CoMSIA models were constructed and analyzed, offering good insight into the new drug design.40 To aid in visualization, the most active inhibitor (compound 39) along with the CoMFA and CoMSIA contour maps is depicted in Figures 3 and 4, respectively.

In the case of the CoMFA model, Figure 3A depicts its steric contour maps. Green and yellow contours represent regions where bulky groups favor and disfavor the activity of inhibitors, respectively. As observed in Figure 3A, a large positive green isopleth around the −CH₃CO and a little green contour near the −NO₂ show sterically favored positions, meaning that chemicals with bulky groups at these positions should present higher bioactivity than those without or with less bulky substituents in that location. For example, a comparison of compounds 27 and 33 shows that changing the group from −CH₃CO to −CH₂CH₂CO in this position might improve the activity. Moreover, compound 29 ((CH₃)₂N−CH₂CO) has relatively lower activity as compared to compound 45 (CH₃N(CH₂CH₂)₂N−CH₂CO), which might be partly due to the steric interaction. Additionally, compound 23 possessing a 5-NO₂ group has lower potency than compound 24 (−COHCH₃) possibly owing to the green isopleth.

By comparing with CoMFA model, the optimal CoMSIA model generated from our work not only computes the descriptors of steric and electrostatic fields but also utilizes the hydrophobic and HB acceptor fields to correlate with the activity of inhibitors. Figures 4A and 4B depict the steric and electrostatic contours of the CoMSIA model with favoring and disfavoring activity, respectively, which are nearly in accordance with the corresponding CoMFA contours (Figures 3A and 3B).
Thus, they are not discussed here, and we mainly discuss the CoMSIA hydrophobic contours and the H-bond acceptor contours below.

The hydrophobic contours of the CoMSIA model are presented in Figure 4C, where the yellow and gray areas suggest the favorable and unfavorable hydrophobic features, respectively. As clearly seen from Figure 4C, a yellow contour with optimal sized length around position 1 plays a significant role for increasing the inhibitory activity of the molecule, owing to the occupancy of hydrophobic groups. Moreover, trailed by the yellow region, one big gray contour observed in Figure 4C indicates that the benzimidazole ring with the optimal chain length is required attached to position 1, demonstrating the favor for hydrophilic groups at this location. Additionally, the gray maps with the optimal sized length presented around positions 10 and 16 suggest that the occupancy of hydrophilic substitutions will improve the activity. In fact, after comparing compounds 32−52 (pEC50 > 5), a pattern for the hydrophobic groups existing at these positions is found. On the contrary, the lower biological activities of compounds 1−3 (pEC50 < 5) are possibly due to the favored region of the hydrophilic groups.

In terms of the H-bond acceptor contour maps of the CoMSIA model, the purple and red regions displayed in Figure 4D represent the increased and decreased activity of chemicals with H-bond acceptor substituents, respectively. Clearly, a bulky favorable purple contour presented near the −COCH3 of the position 16 moiety of compound 39 suggests the need for acceptor substitutions at this location to maintain the maximum potency of compounds. By comparing compounds 41 and 26, a conclusion can be drawn that an addition of a H-bond acceptor group −OCH3 at this position would generate a higher activity than −NH2, which is exemplified by the improved activity from 4.79 to 6.00. In addition, two unfavorable red contours are found near the linker between positions 11 and 15, implying the increased inhibitory activity of molecules if they possess a H-bond donor substitute at these sites. This is in agreement with the observations between molecules 41 and 25, in which compound 41 with an −NH2 group displays an improved activity compared to compound 25 with the NO2 in this position exhibiting significantly decreased potency.

3.3. Flexible Docking Analysis. The obtained compounds were docked into BVDV RdRp using the GOLD docking algorithm. Presently, all 65 chemicals were docked into the active site of protein 10 times for searching the possible binding conformation. The most potent compound 39 with the best pose was chosen for exploring the interaction mechanism of BVDV inhibitors and used for further analysis. Figure 5 shows the docking results of chemical 39 into the active site of the receptor with the key residues located at the binding pocket. In addition, Figure S2 depicts the binding gesture of compound 39 inside the active site cavity. Clearly, compound 39 is suitably situated at the GTP binding site, showing a good agreement with the X-ray crystal data of BVDV RdRp, supporting the validation of our docking study. The topmost pose of compound 39 is stabilized by hydrogen bonding and electrostatic interactions, as well as hydrophobic interactions with the residues at the binding pocket.

As shown in Figure 5, fitting compound 39 into the difference electron density map, its orientation is supported by a basic environment containing the phosphate groups (His499, Arg517, Lys25, Arg529) and a polar environment including the ribose OH groups (Ser548) as well as the hydrophobic environment around the guanine base (Phe549, Met552, Tyr553, Ile522), which is also almost similar to the GTP binding site in BVDV RdRp. From docking studies, we observed that compound 39 and GTP lie in the same pocket of BVDV RdRp, presenting the contributions of key active-site residues to the ligand−receptor interaction. The binding interactions showed a good binding affinity for interaction with the BVDV RdRp active binding site.

In addition to the above interactions with active-site residues, hydrogen bonding analyses are also carried out in our docking study. It is observed from Figure 5 that the core of the ligand is anchored in the active site through four hydrogen-bonding interactions with the BVDV RdRp. In detail, the oxygen and nitrogen atoms in positions 15 and 16 participate in the hydrogen bonding with Arg529 (−O···HN, 3.14 Å) and Tyr553 (−O···HN, 2.66 Å). These hydrogen bonds are perfectly filled in the center of the BVDV RdRp pocket, and play essential roles in improving the inhibitors’ activity. Additionally, the nitrogen atom in the scaffold of benzimidazole ring bound in the hydrogen bonding with Arg517 at a distance of 2.59 Å, showing a good concordance with the results of Rossmann et al. In addition, the −NO2 group at the terminal of compound 39 solidly formed two hydrogen bonds with the Arg267 (−O···HN, 2.70 and 3.03 Å).

Moreover, in order to further explore the binding position of the BVDV derivatives, the binding modes of the lowest active compound 64 and medium affinity inhibitor 29 were also investigated (Figure S3). As demonstrated in Figure S3A, molecule 64 fitted into the binding cavity which consists of His499, Ser498, Arg285, Asp268, Arg267, Arg529, Lys25, Ile522, Ser548, Phe459, Met552, and Tyr553. Additionally, there are two potential H-bonds formed by compound 64 with Arg529. Through a comparison of the binding site of chemical 39, we find that compound 64 appears at almost the same binding site as compound 39, and when a big group is introduced, the binding mode changes clearly affect the binding affinity. Due to the strong steric hindrance of this substituent, the H-bond is broken, and the nitrogen atom of the substituent in turn forms two H-bonds with residue Arg529. This may be the reason that compound 64 is the least active molecule.

Figure S3B shows the binding conformation of compound 29. Obviously, hydrogen-bonding and hydrophobic interactions with particular active-site residues are crucial for the stabilization of the docked pose of the medium active molecule 29 into BVDV RdRp. In total, there are three H-bonds that were found between the ligand and residues Arg529 and Ser498. Compared with the binding mode of compound 39, we
observed that both inhibitors adopted the same binding pocket and the substituent at the position 17 affects the binding energies. This is not surprising because both compounds contain the same scaffold and similar substituents. However, when this position of compound 39 was substituted by −OCH3, the binding energies increased remarkably, owing to the hydrophobic interactions with residues Phe549, Met552, Tyr553, and Ile522. Therefore, molecular optimization near this region would further improve bioactivity.

Taken together, all the findings yield valuable insights into the molecular mechanisms of the BVDV inhibitors, which will facilitate medicinal chemists in identifying the scaffolds surpassing the congeneric series of chemical space used for a general QSAR methodology.

3.4. MD Analysis. To assess the reasonability of the binding mode predicted by GOLD, the initial ligand geometries generated from the docking model were used to perform MD protocols. Herein, a 5 ns MD simulation was carried out to investigate the molecular interactions involved in ligand 39 and the receptor, with main emphasis on exploring the conformational changes occurring in the obtained complex.

Additionally, to check the dynamic stability of the simulated system, the root-mean-square deviation (RMSD) of the MD trajectories for the initial complex was calculated. Figure 6A depicts the RMSDs of the system simulation for the BVDV RdRp complex. Clearly, the RMSD value for the protein–ligand complex trajectory reaches 1.6 to 2 Å from initial to 1.1 ns and undergoes a conformational change during the MD simulation. After 2 ns, the RMSD value attains a plateau about 4 Å, suggesting that the model thereafter is in equilibrating state from 1.1 to 2 ns. Besides, it is observed that, after 2 ns of simulation, a clear metastable conformation for the molecular system was found.

Furthermore, a superimposition of the initial structure from docking and the average structure of the complex for the last 1 ns from MD simulations is shown in Figure 6B. Obviously, the average structure and the initial docked structure of the ensemble are superimposed well. In addition, after a certain time, more consistency in conformation of the docked complex of compound 39 was observed during the MD process, which indicates that the ligand is stable during the course of simulation.

Since hydrogen-bonding interactions deeply affect the specificity, adsorption, and metabolization of drugs, they play important roles in the development of drug design. For exploring the positional conformational variations in the ligand of the binding pocket, hydrogen-bonding interactions with the main native contacts in both MD and docking simulations were compared (Figure 7). As seen from Figure 7, a total of three H-bonds appeared in both simulation systems for the protein–ligand complex. In docking simulation, a backbone H-bond is observed with Tyr553, whereas in MD simulation, a side chain H-bond is noted with the same residue. In addition, the NH groups of Arg267 form two stable H-bonds with the ligand in docking study, showing high occupancy, which are consistent with the docking results (Table S2). Moreover, in MD simulation, compound 39 forms three stable hydrogen bonds with Asp268. Similar to the results obtained from docking, the majority of crucial residues in the binding site including Phe549, Tyr553, Ile522, Lys525, Arg517, Val521, Asp268, Val269, Arg267, His499, Arg529, Glu575, Leu677, Met552, andSer548 are observed during MD simulation, showing the reliability of our docking model. Actually, there are some small changes existing in the MD simulation, but the conformation of the ligand in the binding pocket is still stable, indicating the rationality and reasonability of our docking study. All these findings derived from our dry lab work would be helpful in designing novel BVDV inhibitors. The key structural features with the requirement for improving the activity of chemicals are shown in Figure S4.

3.5. Binding Free Energy Component Analysis. With an attempt to evaluating the relationship between the biological activities of inhibitors with their binding affinities, we calculated the binding free energy of compound 39 with the RdRp of BVDV employing the MM-PBSA approach. The MM-PBSA is composed of four terms, i.e., the van der Waals interaction energy (ΔEvdw), the electrostatic energy (ΔEelecstat), the nonpolar solvation free energy (ΔGSA), and the polar solvation free energy (ΔGPB/GB). Table 2 shows the binding free energy results with the detailed contribution of each energy component.
As shown in Table 2, the total binding free energies of the binding system in drug–receptor complex simulations is −6.91 kcal·mol⁻¹, revealing that compound 39 prefers binding to BVDV RdRp. Moreover, a further observation of the individual free energy component suggests the important contributions of the van der Waals (−24.76) and electrostatic (−42.55) interactions in the ligand-binding system. Additionally, the polar interaction terms (ΔEelectrostatic + ΔGGB/GB) made a slightly favorable contribution to the ligand–protein complex. With respect to the nonpolar interaction contributions (ΔEdw + ΔGSA), they offer the dominant driving forces for the binding, indicating that the association of the receptor–ligand complex is predominantly driven by the highly favorable nonpolar interaction contribution rather than by the polar ones.

Table 2. Contributions of Various Energy Components to the Binding Free Energy (kcal mol⁻¹) for the Studied Inhibitor with BVDV

<table>
<thead>
<tr>
<th>Component</th>
<th>Receptor</th>
<th>Mean</th>
<th>Std</th>
<th>Mean</th>
<th>Std</th>
<th>Mean</th>
<th>Std</th>
<th>Delta</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔE_elec</td>
<td>−4783.33</td>
<td>3.71</td>
<td>−1.08</td>
<td>0.13</td>
<td>−4809.17</td>
<td>3.74</td>
<td>−24.76</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>ΔE_electrostatic</td>
<td>−40717.37</td>
<td>10.08</td>
<td>−12.21</td>
<td>0.23</td>
<td>−40772.15</td>
<td>10.17</td>
<td>−42.55</td>
<td>0.41</td>
<td></td>
</tr>
<tr>
<td>ΔG_PB/GB</td>
<td>−9271.96</td>
<td>8.21</td>
<td>−27.63</td>
<td>0.07</td>
<td>−9236.90</td>
<td>8.18</td>
<td>62.69</td>
<td>0.50</td>
<td></td>
</tr>
<tr>
<td>ΔG_coul</td>
<td>157.77</td>
<td>0.15</td>
<td>1.90</td>
<td>0.00</td>
<td>157.38</td>
<td>0.15</td>
<td>−2.30</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>ΔE_rep(H)...</td>
<td>−4550.71</td>
<td>10.76</td>
<td>−13.31</td>
<td>0.24</td>
<td>−45581.32</td>
<td>10.80</td>
<td>−67.31</td>
<td>0.45</td>
<td></td>
</tr>
<tr>
<td>ΔG_int</td>
<td>−9114.19</td>
<td>8.17</td>
<td>−25.72</td>
<td>0.07</td>
<td>−9079.52</td>
<td>8.14</td>
<td>60.40</td>
<td>0.50</td>
<td></td>
</tr>
<tr>
<td>ΔG_bind</td>
<td>−54614.89</td>
<td>7.65</td>
<td>−39.03</td>
<td>0.23</td>
<td>−54660.84</td>
<td>7.65</td>
<td>−6.91</td>
<td>0.37</td>
<td></td>
</tr>
</tbody>
</table>

ΔΔEelectrostatic energies shown as contributions from van der Waals energy; ΔEelectrostatic = Electrostatic energy; ΔG_PB is the polar solvation energy with the PB model; ΔGbind is the sum of ΔE_elec + ΔEelectrostatic + ΔG_PB/GB + ΔGSA; Delta is equal to mean (complex) – [mean (ligand) + mean (receptor)]; std, standard error of mean values.

4. DISCUSSION

4.1. Comparing Contours with MD Results. For testing the reliability of the built models, the contour maps were used for a comparison with the MD results. As depicted in Figures 3A and 4A, the large positive yellow contour maps of the CoMFA and CoMSIA models suggest that the bulky/steric groups around the −CH₃CO are not favored, which coincides well with the results derived from MD, where the large substitutions added here will lead to a decreased activity. Actually, MD studies have demonstrated that there are many residues including Arg529, His499, and Tyr553 at this region, leading to a small volume of the binding pocket. Therefore, too large groups introduced here may result in a steric clash, which is in accordance with the steric yellow contours of the previous CoMFA and CoMSIA models. In electrostatic contour maps, it is worth mentioning that several electronegative residues including His499, Arg529, and Arg517 are around position 15, indicating that this region is favorable for electronegative groups, which is in good accordance with the electrostatic blue contour by CoMFA and CoMSIA analysis (shown in Figures 3B and 4B). Similarly, the binding pocket also has a small quantity of electronegative charge at position 9 due to the amino acid residue Asp268, thus forming a favorable interaction with the negatively charged substitution of the ligand, which can be deduced from the blue contours seen in the above CoMFA and CoMSIA analysis.

In addition, Figure 7 shows that position 1 points toward the hydrophobic binding pocket formed by Val521 and Val269 residues. As a matter of fact, the groups at this position were almost hydrophobic, which may explain the presence of yellow contour maps in the above CoMSIA study. Moreover, the H-bond acceptor contours of CoMSIA correlate well with the H-bond interactions involved in affecting the binding and activity of ligand. In detail, the oxygen atom of −NO₂ at the terminal of the compound 39 solidly forms five bonds (Figure 7) with the Arg267 (−O···HN, 3.38 and 2.93 Å) and Asp268 (−O···HN, 3.38 and 2.93 Å), which is strongly supported by the purple contour at this position as observed from the previous CoMSIA model (Figure 4D).

Overall, during MD simulation, all the steric, electrostatic, hydrophobic, and H-bond acceptor interactions between the ligand and BVDV RdRp are in good agreement with the contour maps described previously, suggesting the reasonability of the QSAR models generated presently. All these results may offer useful information for the discovery of new potent BVDV inhibitors in the future.

4.2. Comparison of Binding Mode Analysis. To further explore the binding mode of the BVDV inhibitors and determine whether a similar mechanism of BVDV RdRp existed, docking procedure was carried out with the developed BVDV inhibitors. First, we directly compare the binding site of compound 39 with the crystal structure of the BVDV RdRp bound to GTP. Then, the findings of previous works were compared with the current results. All obtained results could provide useful insights for developing novel BVDV inhibitors with improved potency.

4.2.1. Comparison with the Crystal Structure of the BVDV RdRp Bound to GTP. By comparing the docking results of compound 39 with the crystal structure of the BVDV RdRp bound to GTP, we found that both ligands are deeply located inside the BVDV RdRp pocket and their binding modes are almost similar, proving the reasonability of our docking process. As seen from Figure SS, like chemical 39 in the docking study, the binding site for the X-ray crystal data of compound GTP was also enclosed in the difference electron density map, which consists of the phosphate groups (His499, Arg517, Lys525, and Arg529), a polar environment including the ribose OH groups (Ser498), and the hydrophobic environment around the guanine base (Tyr581). Additionally, for understanding the flexibilities of BVDV RdRp and exploring the protein–ligand interactions, the H-bonds for ligands 39 and GTP were compared as well. In Figure SS, a H-bond formed with Arg517 was observed in X-ray crystallography of the molecule with the BVDV protein, which coincides well the results in the docking study. Due to the difference of the structure of the two compounds and the strong steric hindrance of the −NHCOCH₃ group near positions 15, 16, and 17 in our docking result, compound 39 has only a slight conformational drift compared with the X-ray crystal data of compound GTP.
Moreover, four new H-bonds were formed in the docking study (Figure S5). In detail, the oxygen and nitrogen atoms of the ligand participate in the hydrogen bonding with Arg529 and Tyr553 and the −NO₂ group of compound 39 solidly forms two hydrogen bonds with the Arg267. Although the difference of the H-bonds between the compound 39 and GTP of the two binding modes is small, the orientation of the ligand still can be observed. Therefore, the almost similar orientation of the ligands in the binding cavity for both the current work and the X-ray crystal data once again demonstrates the reliability of our docking model.

4.2.2. Comparison with Five Known BVDV Inhibitors. Until now, there are several docking reports on BVDV RdRp receptor, making a great contribution for the exploitation and optimization of small-molecule inhibitors with high potency. As far as we know, five kinds of BVDV inhibitors including BPIP, LZ37, TSC, AG110, and γ-carboline based on the molecule modeling were reported in recent literature and their putative binding sites were used for a comparison with our docking results. Figure S6 summarizes the structures of these molecules, and the major structural features impacting the activity driven by them are summarized in Table S3, where the similarities and differences of these studies are easily observed.

Obviously, four binding modes including Phe224, Glu291, Asn264, and Ala392 positions are found in Table S3. In fact, these binding modes share common characteristics with the prominent hydrogen-bonding interactions, and most of the ligands occupy approximately the same area in the hydrophobic domains. In terms of the differences in these binding modes, they are mainly the residues which participate in the hydrogen-bonding and hydrophobic interactions.

In the case of the first binding mode, molecular docking studies have revealed that Phe224 is situated in a small cavity near the top of the finger domain region of the BVDV RdRp, forming possible interactions with the inhibitor BPIP.44,45 In the work of Paeshuyse et al.,44 the hydrophobic region of BPIP interacting with residues Ala221, Ala222, and Phe224 and an H-bond between Phe224 and the imidazole ring of BPIP are observed. Additionally, the γ-carboline formed a H-bond with Ala392 and an aromatic-ring stacking interaction with Phe224.45 Docking of LZ37 close to Phe224 revealed the important roles of the hydrophobic and hydrogen-bonding interactions in the binding site.46 With regard to the Glu291 position, docking of AG110 into the receptor showed the hydrophobic contacts of AG110 with Leu225, Leu244, Ile254, Ala392 and an aromatic-ring stacking interaction with Tyr553. Moreover, a H-bond was formed by the side chain of Glu291 with the N7 of AG110.47 As a result, AG110 was stabilized and located between the side chains and the hydrophobic interactions.

For the Asn264 position, the docking of TSC close to Asn264 presented several H-bond interactions between the BVDV RdRp and TSC.48 In detail, a total of four H-bonds were found between the TSC and the residues Asn264, Glu265, and Lys266,49 indicating that the H-bonds are essential in determining the potency of the TSC. Moreover, by docking TSC into BVDV RdRp, a similar interaction with the Asn264 position was observed in the binding mode. The thiocarbonyl group of TSC is located at the binding pocket which contains the protein residues Phe165 and Ala392, and two strong H-bonds are observed between residues Thr152, Thr160, and the N4 of the thiosemicarbazone group.48 All these interactions are therefore required for the high-affinity binding.

In summary, by a comparison of the four binding modes with our docking study, the similar interaction mechanism was found among them, indicating that they complement each other and validate our generated models. All the findings could give a new strategy for the future design of novel inhibitors with high biological activities.

4.3. Design of New BVDV Inhibitors. Evaluating a QSAR model is not only by how well it fits the data, but more importantly by how well it predicts data. The contour maps, docking studies, and MD results offer region-specific substituents on the scaffolds of compounds, which are crucial for improving the activity of BVDV inhibitors. Based on this information, we tried to design a set of new compounds in silico, with steric, electrostatic, hydrophobic, and HB acceptor substitutions in their favored regions. From molecular modeling we know that appropriate substituents mainly in regions 1–3 (Figure S4) are favored for the activity. Therefore, we focused the modifications on regions 1–3 in the reference molecule 39 to design potent BVDV inhibitors. Interestingly, eight molecules (No. ND01–08, Figure S7) showed potent inhibitory activity against BVDV RdRp. As shown in Figure S7, it is obvious that all eight designed molecules show better pEC₅₀ than that of the reference molecule 39.

Since our current study mainly concentrates on the in silico investigation of the SAR of benzimidazole derivatives as BVDV inhibitors and the exploration of their possible inhibition mechanism, further experimental evaluation for validating the inhibitory activity of these novel-designed chemicals is needed.
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